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7.1 Inference for the Mean of a Population

- The $t$ Distributions
- One-Sample $t$ Confidence Interval
- One-Sample $t$ Test
- Matched Pairs $t$ Procedures
- Robustness of the $t$ Procedures
The \( t \) Distributions

When the sampling distribution of \( \bar{x} \) is close to Normal, we can find probabilities involving \( \bar{x} \) by standardizing:

\[
z = \frac{\bar{x} - \mu}{\sigma/\sqrt{n}}
\]

When we don’t know \( \sigma \), we can estimate it using the sample standard deviation \( s_x \). What happens when we standardize?

\[
?? = \frac{\bar{x} - \mu}{s_x/\sqrt{n}}
\]

This new statistic does \textit{not} have a Normal distribution!
The *t* Distributions

When we standardize based on the sample standard deviation $s_x$, our statistic has a new distribution called a *t* distribution. It has a *different shape* than the standard Normal curve:

✓ It is symmetric with a single peak at 0,
✓ However, it has much more area in the tails.

Like any standardized statistic, *t* tells us how far $\bar{x}$ is from its mean $\mu$ in standard deviation units.

However, there is a different *t* distribution for each sample size, specified by its **degrees of freedom** (*df*).
The t Distributions

When we perform inference about a population mean $\mu$ using a $t$ distribution, the appropriate degrees of freedom are found by subtracting 1 from the sample size $n$, making $df = n - 1$.

---

**The t Distributions; Degrees of Freedom**

Draw an SRS of size $n$ from a large population that has a Normal distribution with mean $\mu$ and standard deviation $\sigma$. The **one-sample** $t$ statistic

$$t = \frac{\bar{x} - \mu}{s_x / \sqrt{n}}$$

has the **$t$ distribution** with **degrees of freedom** $df = n - 1$. 
When comparing the density curves of the standard Normal distribution and $t$ distributions, several facts are apparent:

- The density curves of the $t$ distributions are similar in shape to the standard Normal curve.
- The spread of the $t$ distributions is a bit greater than that of the standard Normal distribution.
- The $t$ distributions have more probability in the tails and less in the center than does the standard Normal.
- As the degrees of freedom increase, the $t$ density curve approaches the standard Normal curve ever more closely.

We can use Table D in the back of the book to determine critical values $t^*$ for $t$ distributions with different degrees of freedom.
Using Table D

Suppose you want to construct a 95% confidence interval for the mean $\mu$ of a Normal population based on an SRS of size $n = 12$. What critical $t^*$ should you use?

In Table D, we consult the row corresponding to $df = n - 1 = 11$.

<table>
<thead>
<tr>
<th>$df$</th>
<th>.05</th>
<th>.025</th>
<th>.02</th>
<th>.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.812</td>
<td>2.228</td>
<td>2.359</td>
<td>2.764</td>
</tr>
<tr>
<td>11</td>
<td>1.796</td>
<td>2.201</td>
<td>2.328</td>
<td>2.718</td>
</tr>
<tr>
<td>12</td>
<td>1.782</td>
<td>2.179</td>
<td>2.303</td>
<td>2.681</td>
</tr>
<tr>
<td>$z^*$</td>
<td>1.645</td>
<td>1.960</td>
<td>2.054</td>
<td>2.326</td>
</tr>
<tr>
<td>90%</td>
<td>95%</td>
<td>96%</td>
<td>98%</td>
<td></td>
</tr>
</tbody>
</table>

We move across that row to the entry that is directly above 95% confidence level.

The desired critical value is $t^* = 2.201$. 

Confidence level $C$
One-Sample $t$ Confidence Interval

The **one-sample $t$ interval for a population mean** is similar in both reasoning and computational detail to the one-sample $z$ interval for a population proportion.

**The One-Sample $t$ Interval for a Population Mean**

Choose an SRS of size $n$ from a population having unknown mean $\mu$. A level $C$ **confidence interval** for $\mu$ is:

$$
\bar{x} \pm t^* \frac{s_x}{\sqrt{n}}
$$

where $t^*$ is the critical value for the $t(n-1)$ distribution.

The **margin of error** is

$$
t^* \frac{s_x}{\sqrt{n}}
$$

This interval is exact when the population distribution is Normal and approximately correct for large $n$ in other cases.
A manufacturer of high-resolution video terminals must control the tension on the mesh of fine wires that lies behind the surface of the viewing screen. The tension is measured by an electrical device with output readings in millivolts (mV). A random sample of 20 screens has the following mean and standard deviation:

\[
\bar{x} = 306.32 \text{ mV} \quad \text{and} \quad s_x = 36.21 \text{ mV}
\]

We want to estimate the true mean tension \( \mu \) of all the video terminals produced this day at a 90% confidence level.
Example

If the conditions are met, we can use a one-sample $t$ interval to estimate $\mu$.

✓ **Random**: We are told that the data come from a random sample of 20 screens from the population of all screens produced that day.

✓ **Normal**: Since the sample size is small ($n < 30$), we must check whether it’s reasonable to believe that the population distribution is Normal. Examine the distribution of the sample data.

✓ **Independent**: Because we are sampling without replacement, we must assume that at least $20(20) = 400$ video terminals were produced this day.

These graphs give no reason to doubt the Normality of the population.
We are told that the mean and standard deviation of the 20 screens in the sample are: $\bar{x} = 306.32$ mV and $s_x = 36.21$ mV

Since $n = 20$, we use the $t$ distribution with $df = 19$ to find the critical value.

From Table B, we find $t^* = 1.729$.

Therefore, the 90% confidence interval for $\mu$ is:

$$\bar{x} \pm t^* \frac{s_x}{\sqrt{n}} = 306.32 \pm 1.729 \frac{36.21}{\sqrt{20}}$$

$$= 306.32 \pm 14$$

$$= (292.32, 320.32)$$

We are 90% confident that the interval from 292.32 to 320.32 mV captures the true mean tension in the entire batch of video terminals produced that day.
The One-Sample $t$ Test

One-Sample $t$ Test

Choose an SRS of size $n$ from a large population that contains an unknown mean $\mu$. To test the hypothesis $H_0 : \mu = \mu_0$, compute the one-sample $t$ statistic:

$$t = \frac{\bar{x} - \mu_0}{s_x \sqrt{n}}$$

Find the $P$-value by calculating the probability of getting a $t$ statistic this large or larger in the direction specified by the alternative hypothesis $H_a$ in a $t$-distribution with $n - 1$ degrees of freedom.

These $P$-values are exact if the population distribution is Normal and are approximately correct for large $n$ in other cases.
The level of dissolved oxygen (DO) in a stream or river is an important indicator of the water’s ability to support aquatic life. A researcher measures the DO level at 15 randomly chosen locations along a stream. Here are the results in milligrams per liter:

4.53  5.04  3.29  5.23  4.13  5.50  4.83  4.40  5.42  6.38  4.01  4.66  2.87  5.73  5.55

A dissolved oxygen level below 5 mg/l puts aquatic life at risk.

We want to perform a test at the $\alpha = 0.05$ significance level of:

$H_0: \mu = 5$
$H_a: \mu < 5$

where $\mu$ is the actual mean dissolved oxygen level in this stream.
If conditions are met, we should do a one-sample $t$ test for $\mu$.

Random: The researcher measured the DO level at 15 randomly chosen locations.

Normal: We don’t know whether the population distribution of DO levels at all points along the stream is Normal. With such a small sample size ($n = 15$), we need to look at the data to see if it’s safe to use $t$ procedures.

The histogram looks roughly symmetric; the boxplot shows no outliers; and the Normal probability plot is fairly linear. With no outliers or strong skewness, the $t$ procedures should be pretty accurate even if the population distribution isn’t Normal.
The sample mean and standard deviation are: $\bar{x} = 4.771$ and $s_x = 0.9396$

**Test statistic**

$$t = \frac{\bar{x} - \mu_0}{s_x/\sqrt{n}} = \frac{4.771 - 5}{0.9396/\sqrt{15}} = -0.94$$

**P-value** The $P$-value is the area to the left of $t = -0.94$ under the $t$ distribution curve with $df = 15 - 1 = 14$.

The $P$-value is between 0.15 and 0.20. Since this is greater than our $\alpha = 0.05$ significance level, we fail to reject $H_0$. We don’t have enough evidence to conclude that the mean DO level in the stream is less than 5 mg/l.

Since we decided not to reject $H_0$, we could have made a Type II error (failing to reject $H_0$ when $H_0$ is false). If we did, then the mean dissolved oxygen level $\mu$ in the stream is actually less than 5 mg/l, but we didn’t detect that with our significance test.
Matched Pairs $t$ Procedures

Comparative studies are more convincing than single-sample investigations. For that reason, one-sample inference is less common than comparative inference. Study designs that involve making two observations on the same individual, or one observation on each of two similar individuals, result in **paired data**.

When paired data result from measuring the same quantitative variable twice, as in the job satisfaction study, we can make comparisons by analyzing the differences in each pair. If the conditions for inference are met, we can use one-sample $t$ procedures to perform inference about the mean difference $\mu_d$.

**Matched Pairs $t$ Procedures**

To compare the responses to the two treatments in a matched-pairs design, find the difference between the responses within each pair. Then apply the one-sample $t$ procedures to these differences.
Robustness of $t$ Procedures

A confidence interval or significance test is called robust if the confidence level or $P$-value does not change very much when the conditions for use of the procedure are violated.

Using the $t$ Procedures

Except in the case of small samples, the condition that the data are an SRS from the population of interest is more important than the condition that the population distribution is Normal.

- **Sample size at least 15**: The $t$ procedures can be used except in the presence of outliers or strong skewness.

- **Sample size less than 15**: Use $t$ procedures if the data appear close to Normal. If the data are clearly skewed or if outliers are present, do not use $t$.

- **Large samples**: The $t$ procedures can be used even for clearly skewed distributions when the sample is large, roughly $n \geq 40$. 
Power of the \( t \)-test

The power of the one-sample \( t \)-test for a specific alternative value of the population mean \( \mu \), assuming a fixed significance level \( \alpha \), is the probability that the test will reject the null hypothesis when the alternative value of the mean is true.

Calculation of the exact power of the \( t \)-test is a bit complex. But an approximate calculation that acts as if \( \sigma \) were known is almost always adequate for planning a study. This calculation is very much like that for the \( z \)-test.

> When guessing \( \sigma \), it is always better to err on the side of a standard deviation that is a little larger rather than smaller. We want to avoid failing to find an effect because we did not have enough data.
Inference for Non-Normal Distributions

What if the population is clearly non-normal and your sample is small?

- If the data are skewed, you can attempt to **transform** the variable to bring it closer to normality (e.g., logarithm transformation). The *t*-procedures applied to transformed data are quite accurate for even moderate sample sizes.

- A distribution other than a normal distribution might describe your data well. Many non-normal models have been developed to provide inference procedures too.

- You can always use a **distribution-free ("nonparametric")** inference procedure (see Chapter 15) that does not assume any specific distribution for the population. But it is usually less powerful than distribution-driven tests (e.g., *t*-test).
Transforming Data

The most common transformation is the logarithm (log), which tends to pull in the right tail of a distribution.

Instead of analyzing the original variable $X$, we first compute the logarithms and analyze the values of log $X$.

However, we cannot simply use the confidence interval for the mean of the logs to deduce a confidence interval for the mean $\mu$ in the original scale.
The Sign Test

A distribution-free test usually makes a statement of hypotheses about the median rather than the mean (e.g., “Are the medians different?”). This makes sense when the distribution may be skewed.

\[ H_0: \text{population median} = 0 \quad \text{vs.} \quad H_a: \text{population median} > 0 \]

A simple distribution-free test is the sign test for matched pairs.

Calculate the matched difference for each individual in the sample. Ignore pairs with difference 0.

The number of trials \( n \) is the count of the remaining pairs.

The test statistic is the count \( X \) of pairs with a positive difference.

\( P \)-values for \( X \) are based on the binomial \( B(n, 1/2) \) distribution.

\[ H_0: p = 1/2 \quad \text{vs.} \quad H_a: p > 1/2 \]
7.2 Comparing Two Means

- Two-Sample Problems
- The Two-Sample $t$ Procedures
- Robustness of the Two-Sample $t$ Procedures
- Pooled Two-Sample $t$ Procedures
Two-Sample Problems

What if we want to compare the mean of some quantitative variable for the individuals in two populations, Population 1 and Population 2?

Our parameters of interest are the population means $\mu_1$ and $\mu_2$. The best approach is to take separate random samples from each population and to compare the sample means. Suppose we want to compare the average effectiveness of two treatments in a completely randomized experiment. In this case, the parameters $\mu_1$ and $\mu_2$ are the true mean responses for Treatment 1 and Treatment 2, respectively. We use the mean response in the two groups to make the comparison. Here’s a table that summarizes these two situations:

<table>
<thead>
<tr>
<th>Population or treatment</th>
<th>Parameter</th>
<th>Statistic</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\mu_1$</td>
<td>$\bar{x}_1$</td>
<td>$n_1$</td>
</tr>
<tr>
<td>2</td>
<td>$\mu_2$</td>
<td>$\bar{x}_2$</td>
<td>$n_2$</td>
</tr>
</tbody>
</table>
The Two-Sample $t$ Statistic

When data come from two random samples or two groups in a randomized experiment, the statistic $\bar{x}_1 - \bar{x}_2$ is our best guess for the value of $\mu_1 - \mu_2$.

When the Independent condition is met, the standard deviation of the statistic $\bar{x}_1 - \bar{x}_2$ is:

$$
\sigma_{\bar{x}_1 - \bar{x}_2} = \sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}}
$$

Since we don't know the values of the parameters $\sigma_1$ and $\sigma_2$, we replace them in the standard deviation formula with the sample standard deviations. The result is the **standard error** of the statistic $\bar{x}_1 - \bar{x}_2$:

$$
\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}
$$

If the Normal condition is met, we standardize the observed difference to obtain a $t$ statistic that tells us how far the observed difference is from its mean in standard deviation units:

$$
t = \frac{(\bar{x}_1 - \bar{x}_2)}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}
$$

The two-sample $t$ statistic has approximately a $t$ distribution. We can use technology to determine degrees of freedom OR we can use a conservative approach, using the smaller of $n_1 - 1$ and $n_2 - 1$ for the degrees of freedom.
Two-Sample $t$ Test

Two-Sample $t$ Test for the Difference Between Two Means

Suppose the Random, Normal, and Independent conditions are met. To test the hypothesis $H_0 : \mu_1 - \mu_2 = \text{hypothesized value}$ compute the $t$ statistic

$$t = \frac{(\bar{x}_1 - \bar{x}_2)}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}}$$

Find the $P$-value by calculating the probability of getting a statistic this large or larger in the direction specified by the alternative hypothesis $H_a$. Use the $t$ distribution with degrees of freedom approximated by technology or the smaller of $n_1 - 1$ and $n_2 - 1$.

$H_a : \mu_1 - \mu_2 > \text{hypothesized value}$  $H_a : \mu_1 - \mu_2 < \text{hypothesized value}$  $H_a : \mu_1 - \mu_2 \neq \text{hypothesized value}$
Does increasing the amount of calcium in our diet reduce blood pressure? Examination of a large sample of people revealed a relationship between calcium intake and blood pressure. The relationship was strongest for black men. Such observational studies do not establish causation. Researchers therefore designed a randomized comparative experiment. The subjects were 21 healthy black men who volunteered to take part in the experiment. They were randomly assigned to two groups: 10 of the men received a calcium supplement for 12 weeks, while the control group of 11 men received a placebo pill that looked identical. The experiment was double-blind. The response variable is the decrease in systolic (top number) blood pressure for a subject after 12 weeks, in millimeters of mercury. An increase appears as a negative response. Here are the data:

**Group 1 (calcium):** 7  -4  18  17  -3  -5  1  10  11  -2

**Group 2 (placebo):** -1  12  -1  -3  3  -5  5  2  -11  -1  -3
We want to perform a test of:

\[ H_0: \mu_1 - \mu_2 = 0 \]
\[ H_a: \mu_1 - \mu_2 > 0 \]

where \( \mu_1 \) = the true mean decrease in systolic blood pressure for healthy black men like the ones in this study who take a calcium supplement, and \( \mu_2 \) = the true mean decrease in systolic blood pressure for healthy black men like the ones in this study who take a placebo. We will use \( \alpha = 0.05 \).

If conditions are met, we will carry out a two-sample \( t \)-test for \( \mu_1 - \mu_2 \).

✓ **Random:** The 21 subjects were randomly assigned to the two treatments.

✓ **Normal:** Boxplots and Normal probability plots for these data are below:

The boxplots show no clear evidence of skewness and no outliers. With no outliers or clear skewness, the \( t \) procedures should be pretty accurate.

✓ **Independent:** Due to the random assignment, these two groups of men can be viewed as independent.
Example

Since the conditions are satisfied, we can perform a two-sample $t$-test for the difference $\mu_1 - \mu_2$.

**Test statistic**

$$t = \frac{(\bar{x}_1 - \bar{x}_2) - (\mu_1 - \mu_2)}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} = \frac{[5.000 - (-0.273)] - 0}{\sqrt{\frac{8.743^2}{10} + \frac{5.901^2}{11}}} = 1.604$$

**$P$-value** Using the conservative $df = 10 - 1 = 9$, we can use Table B to show that the $P$-value is between 0.05 and 0.10.

Because the $P$-value is greater than $\alpha = 0.05$, we fail to reject $H_0$. The experiment provides some evidence that calcium reduces blood pressure, but the evidence is not convincing enough to conclude that calcium reduces blood pressure more than a placebo. Assuming $H_0$: $\mu_1 - \mu_2 = 0$ is true, the probability of getting a difference in mean blood pressure reduction for the two groups (calcium – placebo) of 5.273 or greater just by the chance involved in the random assignment is 0.0644.
Confidence Interval for $\mu_1 - \mu_2$

Two-Sample $t$ Interval for a Difference Between Means

When the Random, Normal, and Independent conditions are met, a level $C$ confidence interval for $(\mu_1 - \mu_2)$ is

$$(\bar{x}_1 - \bar{x}_2) \pm t^* \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}$$

where $t^*$ is the critical value for confidence level $C$ for the $t$ distribution with degrees of freedom from either technology or the smaller of $n_1 - 1$ and $n_2 - 1$. 
Example

The Wade Tract Preserve in Georgia is an old-growth forest of longleaf pines that has survived in a relatively undisturbed state for hundreds of years. One question of interest to foresters who study the area is “How do the sizes of longleaf pine trees in the northern and southern halves of the forest compare?” To find out, researchers took random samples of 30 trees from each half and measured the diameter at breast height (DBH) in centimeters. Comparative boxplots of the data and summary statistics from Minitab are shown below. Construct and interpret a 90% confidence interval for the difference in the mean DBH for longleaf pines in the northern and southern halves of the Wade Tract Preserve.

Descriptive Statistics: North, South

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>30</td>
<td>23.70</td>
<td>17.50</td>
</tr>
<tr>
<td>South</td>
<td>30</td>
<td>34.53</td>
<td>14.26</td>
</tr>
</tbody>
</table>
Example

Our parameters of interest are $\mu_1 = \text{the true mean DBH of all trees in the southern half of the forest}$ and $\mu_2 = \text{the true mean DBH of all trees in the northern half of the forest}$. We want to estimate the difference $\mu_1 - \mu_2$ at a 90% confidence level.

We should use a two-sample $t$ interval for $\mu_1 - \mu_2$ if the conditions are satisfied.

✓ Random: The data come from random samples of 30 trees, one from the northern half and one from the southern half of the forest.

✓ Normal: The boxplots give us reason to believe that the population distributions of DBH measurements may not be Normal. However, since both sample sizes are at least 30, we are safe using $t$ procedures.

✓ Independent: Researchers took independent samples from the northern and southern halves of the forest.
Since the conditions are satisfied, we can construct a two-sample $t$ interval for the difference $\mu_1 - \mu_2$. We’ll use the conservative $df = 30 - 1 = 29$.

\[
(\overline{x}_1 - \overline{x}_2) \pm t^* \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}} = (34.5 - 23.70) \pm 1.699 \sqrt{\frac{14.26^2}{30} + \frac{17.50^2}{30}}
\]

\[
= 10.83 \pm 7.00 = (3.83, 17.83)
\]

We are 90% confident that the interval from 3.83 to 17.83 centimeters captures the difference in the actual mean DBH of the southern trees and the actual mean DBH of the northern trees. This interval suggests that the mean diameter of the southern trees is between 3.83 and 17.83 cm larger than the mean diameter of the northern trees.
Robustness Again

The two-sample $t$ procedures are more robust than the one-sample $t$ methods, particularly when the distributions are not symmetric.

**Using the $t$ Procedures**

- Except in the case of small samples, the condition that the data are SRSs from the populations of interest is more important than the condition that the population distributions are Normal.

- *Sum of the sample sizes less than 15*: Use $t$ procedures if the data appear close to Normal. If the data are clearly skewed or if outliers are present, do not use $t$.

- *Sum of the sample size at least 15*: The $t$ procedures can be used except in the presence of outliers or strong skewness.

- *Large samples*: The $t$ procedures can be used even for clearly skewed distributions when the sum of the sample sizes is large.
Details of the $t$ Approximation

The exact distribution of the two-sample $t$ statistic is not a $t$ distribution. The distribution changes as the unknown population standard deviations change. However, an excellent approximation is available.

**Approximate Distribution of the Two-Sample $t$ Statistic**

The distribution of the two-sample $t$ statistic is very close to the $t$ distribution with degrees of freedom given by:

$$
df = \frac{\left( \frac{s_1^2}{n_1} + \frac{s_2^2}{n_2} \right)^2}{\frac{1}{n_1 - 1} \left( \frac{s_1^2}{n_1} \right)^2 + \frac{1}{n_2 - 1} \left( \frac{s_2^2}{n_2} \right)^2}
$$

This approximation is accurate when both sample sizes are 5 or larger.
Pooled Two-Sample Procedures

There are two versions of the two-sample \( t \)-test: one assuming equal variance ("pooled 2-sample test") and one not assuming equal variance ("unequal" variance, as we have studied) for the two populations. They have slightly different formulas and degrees of freedom.

The pooled (equal variance) two-sample \( t \)-test was often used before computers because it has exactly the \( t \) distribution for degrees of freedom \( n_1 + n_2 - 2 \).

However, the assumption of equal variance is hard to check, and thus the unequal variance test is safer.
Pooled Two-Sample Procedures

When both populations have the same standard deviation, the pooled estimator of $\sigma^2$ is:

$$s_p^2 = \frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{(n_1 + n_2 - 2)}$$

The sampling distribution for $(x_1 - x_2)$ has exactly the $t$ distribution with $(n_1 + n_2 - 2)$ degrees of freedom.

A level $C$ confidence interval for $\mu_1 - \mu_2$ is

$$(\bar{x}_1 - \bar{x}_2) \pm t^* \sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}$$

(with area C between $-t^*$ and $t^*$).

To test the hypothesis $H_0: \mu_1 = \mu_2$ against a one-sided or a two-sided alternative, compute the pooled two-sample $t$ statistic for the $t(n_1 + n_2 - 2)$ distribution.
7.3 Optional Topics in Comparing Distributions

- Inference for Population Spread
- The \( F \) Test for Equality of Spread
- The Power of the Two-Sample Test
It is also possible to compare two population standard deviations $\sigma_1$ and $\sigma_2$ by comparing the standard deviations of two SRSs. However, these procedures are not robust at all against deviations from normality.

When $s_1^2$ and $s_2^2$ are sample variances from independent SRSs of sizes $n_1$ and $n_2$ drawn from normal populations, the $F$ statistic

$$F = \frac{s_1^2}{s_2^2}$$

has the $F$ distribution with $n_1 - 1$ and $n_2 - 1$ degrees of freedom when $H_0: \sigma_1 = \sigma_2$ is true.
The $F$ Test for Equality of Spread

The $F$ distributions are right-skewed and cannot take negative values.

- The peak of the $F$ density curve is near 1 when both population standard deviations are equal.
- Values of $F$ far from 1 in either direction provide evidence against the hypothesis of equal standard deviations.

Table E in the back of the book gives critical $F$-values for upper $p$ of 0.10, 0.05, 0.025, 0.01, and 0.001. We compare the $F$ statistic calculated from our data set with these critical values for a one-sided alternative; the $p$-value is doubled for a two-sided alternative.

$F$ has

\[ \frac{Df_{\text{numerator}}}{Df_{\text{denom}}} : \frac{n_1 - 1}{n_2 - 1} \]
Power of the Two-Sample \( t \)-Test

The power of the two-sample \( t \)-test for a specific alternative value of the difference in population means \((\mu_1 - \mu_2)\), assuming a fixed significance level \( \alpha \), is the probability that the test will reject the null hypothesis when the alternative is true.

The basic concept is similar to that for the one-sample \( t \)-test. The exact method involves the noncentral \( t \) distribution. Calculations are carried out with software.

You need information from a pilot study or previous research to calculate an expected power for your \( t \)-test, and this allows you to plan your study smartly.
Power of the Two-Sample $t$-Test

For the pooled two-sample $t$-test, with parameters $\mu_1$, $\mu_2$, and the common standard deviation $\sigma$ we need to specify:

- An alternative that would be important to detect (i.e., a value for $\mu_1 - \mu_2$)
- The sample sizes, $n_1$ and $n_2$
- The Type I error for a fixed significance level, $\alpha$
- A guess for the standard deviation $\sigma$

We find the degrees of freedom $df = n_1 + n_2 - 2$ and the value of $t^*$ that will lead to rejection of $H_0: \mu_1 - \mu_2 = 0$

Then we calculate the **non-centrality parameter** $\delta$:

$$\delta = \frac{|\mu_1 - \mu_2|}{\sigma \sqrt{\frac{1}{n_1} + \frac{1}{n_2}}}$$
Lastly, we find the power as the probability that a noncentral $t$ random variable with degrees of freedom $df$ and noncentrality parameter $\delta$ will be less than $t^*$:

- In SAS this is $1 - \text{PROBT}(t^{\text{star}}, df, \delta)$. There are also several free online tools that calculate power.
- Without access to software, we can approximate the power as the probability that a standard normal random variable is greater than $t^* - \delta$, that is, $P(z > t^* - \delta)$, and use Table A.

For a test with unequal variances we can simply use the conservative degrees of freedom, but we need to guess both standard deviations and combine them for the guessed standard error:

$$\sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}}$$
does this second bullet make sense ("and use Table A" seems out of place)?
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